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1. EXECUTIVE SUMMARY

The primary purpose of this whitepaper is to provide information about the scalability and bestcpracti
es of virtualized Terminal Server avidtual Desktop workloadasing VMware ESKor all tests the

same hardware configuration and freely available hdgsl benchmarking toolset is being usekis
whitepaper focuses on virtualizing Windows XP andbi32Vindows 2003Terminal Services.

The most notable conclusions are:

1 The ability to overcommit virtual machine memory is an clear advantage when viitigaliz
RSa1id2Llad ¢KAAa FSIGdzaNB fft2a YdzOK Y2NB +aQa
allow.

f LG Aa AYLRNIFyG G2 LXIYy (GKS 2 @SND2 phcator2 ¥ RS a
requires time to finishAs a result, Wwen not enough physal memory is available, performance
degrades quicklif the memory consumption rises too quickly

1 Using more than one virtual CPU per Terminal Server VM was generally not recommended.
| 26 SOSNE GKS (GSada Ay LINE2SOi s, aleved idre@Bich LINE GS y
more users and gave a more consistent user experience.

1 When virtualizing Terminal Server workloads, use dedicated hardware, and preferably do not
overcommit on VCPU if you plan to maximize the amount of sessio@sindividual server

1 Recommendations for performance tuning from the community must always be evaluated
carefully, as some of those can work counterproductive with every new version of ESX.

1 Service Pack 1 of Microsoft Office 2007 has a considerable performance impacppHzssao
be a bug in Outlook, when the preview pane is used. However, tests with SP1 installed are still
interesting, as they allow the comparison of CPU intensive workloads.

1 The impact of Memory Management Unit (MMU) virtualization support in hardwaselistan-
tial. Enabling this featurallows over 20%mnore users per physical hogtlso, the response
times before and after the saturation point, are muctore even than without this feature.

Project VRC is not finished, and probably never will be. Axdditipublications are planned about vietu
fATAY3 Ecn 62N]f2FR&a yR (GKS 20KSNJ o+xAaldl FyR 24\
new innovations in the hypervisand hardware arena
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2. INTRODUCTION PROJERT

Welcome tod t N \Arfi& Redity Checld + w/ 0 ¢ H

More and more people ask advice about the hardware virtualization solgtfmarticularly in a Terminal
Server and Virtual Desktop Infrastructwrentext PQR and Login Consultants have decided to compare
the various hardware virtualiz@n platforms in relationship to the endser performance experience
using the freely available benchmarking methodology of Login Consultantdp\ii they will deliver

the outcome of the investigations and benchmarks to a broader audjeaxpart 6the joint venture
oProject: Virtual Reality Che((RO ¢ ¢

Running Termingberverworkloads on virtual hardware is generally not recommended, but recent
developments give grounds to a-exaluation of current best practices. By bendrking these and the
Virtual Desktopworkloads on physical servers and various virtualization solutPrggect VR@®@iill give
you valuableand most importantly unbiaseexperience and insights.

2.1 PROJECVYRQOBJECTIVES
The goal of Project VRC is to inwgate, validate and give answers to the following questions:

1 How doesvarious MicrosofWindows/ f A Sy (i h fa Griuval degk@p?t S | &

1 How does a VDI infrastructure scale in comparison (virtualized) Terminal Server?

1  Which performance optimization on thHeost and guest virtualization level can be configured,
and what is the impact of these settings on user density?

1  With the introduction of the latest hypervisor technologies, can we now recommend running
large scale TS/CTX workloads on a virtualizatiotfiopta?

1 How do the two usage scenarios compare, that is Microsoft Terminal Server [TS] only, versus TS
plus XenApp?

1 How do x86 and x64 TS platforms compare in scalability on bare metal and virtualized
environments?

1 What is the best way to partition (memory and vCPU) the Virtual Machireebypervisorhost,
to achieve the highest possible user density?

Project VRC is not finished, and probably never will be. There will be additional publications virtualizing
x64TH2N] f 2 R&A | yYyR (GKS 2GKSNJ 6+Aadl IyR 2AYyR2ga 10
new innovations in the hypervisor arena and hardware level.

Project VRC will publish the whitepaperswaww.virtualrealitycheck.net

2.2 INTENDED AUDIENCE

This document is intended for IT Managers, Architegs;férmance)Analysts System Administrators
andITt N2 Qa Ay 3ISYSNIf gK2 NBE NBaALRyaAotS FT2N I yRk?
maintaining virtualted Terminal Server and Virtual Desktop Infrastruegur

2.3 PURPOSE OF THIS DOENW

This document will provide information about the goal of VRC, the joined venture of PQR and Login
Consultants, the project teammembers, the resourcestest platform, the bexchmark results and

analysis.

LiQa AYLRNIFYyG G2 dzZDBtSand SystemRAvailakiitgind tie koSus @thét A 2y 2 F
vendor in this markespace is more important than only comparing the results of each solution with

particular workloads. Dgste of this, comparing results can help finding the right virtualization solution
that suitsthe businessand technical requirements of your organization.
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aclearanswer onsuch aguestion.Thistruly depends on the demands of IT management, customer

CNBIljdzSy it e
needs,applications being used, tHausiness case arntbw thelCT infrastructurés organized
This document is created to help people to understémel mechanics and best practictes virtualizing
Desktop and Terminal Server workloads.
2.4 BETTER TOGETHER
GPPEKS Gg2 fFNBSad YR Y2ald FT20dzaSR O2YLISGAG2N
market space are workgtogetheron project:Virtuaf wSI f AG& / KSOl dddé t vw
startedthis joined-venture toshare insights witlthe virtualizationcommunitywith Project Virtual
Reality Check. There are several reason®@R and Login consultants to execute this project together:

1 TheProject leaders, Ruben Spruijt and Jeroen van de Karmow each other for a long time

from the virtualization community and share the same passion for these technologies.

1 Project VRC is a huge undertakiR@R and Login consultants individually do natehthe
resources or time,to execute this projecbn their own.Thus is it logical to cooperate, share
the workoad anddeliverthe resultstogether,

1 Both organizationshare the saméechnicalvision,which is critically important in complicated

projects like these
All major vendors whose products are coveredPgject:Virtual Reality Check, such as VMware,
Microsoft and Citrix have been approached in advanceréate awareness of Project VRC aligtuss

2.5 VENDORNVOLVEMENT
the results.
2.6 GONTACT
All information about Virtual Reality Check can be foundvatw.virtualrealitycheck.ne€Contact details
are:
PR Login Consultants
Tel: +31 (0)30 6629729 Tel: +31 (0)20 3420280
Email: info@pqr.nl Email: info@loginconsultants.nl
Www.pgr.com www.loginconsultants.com
We try to provide accurate, clear, complete and usable informatide appreciate yourfeedback If
you have any comments, corrections, or suggestions for imgmants ofthis document, we want to
hear from youlPlease send-eail to Jeroen van de Kamjpkémp@Iloginconsultants.nbr Ruben Spruijt
(rsp@par.n). Include the product nam and version number, and the title of the document in your
message
THIS DOCUMENS PROVIDED "AS IS"
WITHOUT WARRANTY OF ANY KIND
FOR REFERENCE PURPOSES ONLY

May 2009

Page6

Versionl.1


http://www.virtualrealitycheck.net/
mailto:j.kamp@loginconsultants.nl
mailto:ruben.spruijt@pqr.nl

Virtual Reality Chec

Platform Performance Inde

ABOUT THE AUTHORS

3.1 ABOUTLOGINCONSULTANTS

Founded in 2002, Login Consultants has grown to imecone of the leading IT infrastructure consulting
firms in access, virtualization and deployment solutions. Currently Login employs up to 100 skilled and
motivatedteam members in the US, Germany, Belgium and the Netherlands.

Login Consultants started the Netherlands as a consulting firm with 100% focusicialization
solutions.Although the Dutch IT market lost its pace at the time, Login Consultants was able to grow
rapidly. This was in large part because of many organizations launching stratggicts to lower IT

costs through centralization and consolidation. This proved more challenging in practiceritiaally
expected Login Consultants contributed its vamttualizationexpertise, skills and knowledge to help
customers achieve true soess.

Over the years Login Consultants has become aresfiected partner to many IT organizations and
vendors. This has driven growth and enabled expanding operations to Belgium (2004), Germany (2005)
and the United States (2006), allowing Login to egtés services and success to international oriented
organizations.

In the applicatiorcentric infrastructure, there are many strategic technologies that help IT departments
to introduce agility in their internal service delivery. Login Consultants mdsaced these technologies
for access, virtualization and deployment, thus fulfilling the promise of a dynamic infrastructure.

Many technology vendors and strategic partners subscribe to the success Login Consultants achieves for
its customers. Citrix, Mrosoft& VMware all have accredited Login as a consulting partner.

With no specific focus on hardware or software selling, Login is an indepesdierion provider for

many IT organizations who trust Login for objective advice and quality consultimgbilily to help

define and realize a comprehensive strategy for application delivery, makes Login unique and of great
value to its customers.

3.2 ABOUTPQR

GLdG Aa Srae G2 O02YLX AOFGS &aAYLI S YFHGGSNBEEiIStSNE T
complicated. Consider the rubber band created by the British inventor Stephen Perry in 1845, for

example. Complex and yet straightforward at the same time. PQR stands for the same

straightforwardness. But in a different field, namely ICT infrastructuséth the focus on:

I Server & Storage Solutions;
1 Application and Desktop delivery;
1 Virtualization.

6SimplicityA y L/ ¢¢3 SELISNASYOS K2g tvw Oy YIFE1S L/¢ Yy
are linked to one another, geared to the futuffiexible, inventive and solid at the same time. Work

together with a company that likes the reswtiented approach and with personnel who ensure that a

solution simply works. ICT has never been that straightforward!

PQR delivers advanced infrastructurgish a focus on Server & Storage and Application & Desktop

Delivery solutions and the associated migration, consolidation and virtualization paths including

network and security. PQR is a Cisco Partner, a Citrix Platinum Solution Advisor, a CommVault Value

Added Reseller, and HP Enterprise Specialist Partner, an HP ProCurve Elite Partner, a threefold Microsoft
Gold Partner, a NetApp Gold Reseller, an RES Platinum Partner, a VMware Premier Partner and a
250aSyasS tftldGAydzy t I NIy SMilisectors of SatietyCadzBaGignfiGntpart biNE | (
the sales is realized with neprofit organizations, the health care sector, education and local and

national government.
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PQR is headquartered in De Meern and counts meanwhile over 100 employeesallgdar 2007/2008

GKS O02YLI yeée LaitSR altSa 2F € ynodo YAttA2Y FyR |
active in all sectors of society. A significant part of our sales is achieved kprofarorganizations, the

health care industryeducation and local and federal governmemtww.pqr.com

3.3 TEAMMEMBERS
Ruben Spruijt Solutions Architect PQR

Ruben Spruijt, born in 1975, studied Computer science and started his career as a Systems Engineer at
A-TreeAutomatisering. He has been working as a Solutions Architect at PQR since 2002.

Focusing on Server & Storage, Virtualization and Application Delivery solutions, PQR implements and
migrates advanced Idififrastructures and has achieved the highest ceuwitiizns of its most important
partners: HP Preferred Partner Gold, Microsoft Gold Certified Partner, Citrix Platinum Solution Advisor,
VMware Premier and Consultancy Partner.

In his job, Ruben is primary focused on Application and Desktop Delivery, hardngsoftware
Virtualization. He is a Citrix Certified Integration Architect (CCIA), Citrix Certified Enterprise
Administrator (CCEA) as well as Microsoft Certified Systems Engineer (MCSE+S). Ruben has been
awarded with the Microsoft Most Value ProfesséiiMVP), Citrix Technology Professional (CTP)
VMware vExperaind RES Software Value Professional (RSVP) title.

At various local and international conferences Ruben presents his vision and profound knowledge of

Wi LILX A QTRIABXAE 1 (121L) 684 APENBR2YYR2FHKMA2yad |S A& Ay
modesof! LILI AOIF GA2Y YR 585a102L) 5SSt A0SNE azftdziazyaQ
originator ofwww.virtuall.ey the solutions showcase BQR. He has written several articles that have

been published by professional magazines and informative websites. To contact Ruben directly send an

email torsp@pqr.nl

Jeroen van de KampCTO Login Consultants

As Qief Technology Officer, Jeroen van de Kamp is responsible for defining and executing the technical
strategy for Login Consultants. From the stddroenhas played a critical role in the technical growth

and accreditation Login has accumulated over tharg. He has developed several core solutions which
allow Login Consultants to easily differentiate in the infrastructure consulting market. The most
important ones ardnfrastructure 2.0this is the unconventional strategy for IT services to establish th
agile IT infrastructure foundation to support the constant changing business demand®&oartibn4

which is the best practice and automation methodology for enterprise Citrix environments in high
density data centersleroenis also responsible for sexawellknown publications like the Flex Profile

Kit, TCT templates & "The black hole effect". Because of his contribution to the technical community
Van de Kamp is recognized as a thodghater in the application delivery industry and has become a
residential speaker for seminars like BriForum, Citrix Solution Summit and many others. He is one of the
25 members worldwide who participate in the exclusive "Citrix Technology Professional" program.

Jeroenis still engaged with strategic key accounts for ha&gpnsultants, defining and realizing an all
encompassing strategy for the application, desktop and server delivery infrastructure. Previous to his
position as CTO at Log*in Consultaisoenheld positions as Infrastructure Architeat Login
ConsultantsIT Consultant at QFace ICT and IT specialist at ASG de Veer. To contact Jeroen send an
email toj.kamp@loginconsultants.nl
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of project VRC, a big thanks!

Consultant Login

TheTeam
Only through the effort and persistence of the VRC team members and reviewers we achieved the goals

Mark Plettenberg
Consultant Login
Intern Login Consultants

Henk Hofs
Koen Huntink
Stefan Raben Intern Login Consultants
Niels Ballis Consultant PQR
Peter Jong Consultant PQR Execue benchmarks
Peter Sterk Consultant PQR Execué benchmarks
Jon Jager Consultant Login Execue benchmarks
Barry Schiffer Consultant Login Execué benchmarks
Jorne Meijer Consultant Login Produce documentation
Remco Vrolijk Consultant Login Produce documentation
StefanSteinfort Consultant Login Produce documentation
Solution Architect PQR Review benchmarking analysis
Review benchmarking analysis
Review whitepaper

Herco van Brug
Bernard Tritsch VP R&D Immidio
Rob Stoekenbroek Solution Manager PQR
Solution Architect Review whitepaper

Erwin Vollering
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4, THEVRCPLATFORM
Login Consultants and P@Rvebuilt the benchmark platfornfor Project VR@t PQR in de Meern, The
Netherlands. Login V®as used to creatgansparent, reproducible and stable performance tests on
Terminal Server and virtualized desktprkloads. To effectively demonstrate the scalability of the
Hypervisor platforrsthe benchmark environment has been liuilp with the latest hardwareand
software technologies

4.1 HARDWARE CONFIGURAYIO
The baremetal, Citrix XenServer, Microsoft Hypérand VMware ESX platforms are tested on the
following server hardware.
A09 05/29/2008
2 xAMD Quad core 2356@2.30GHz (75W)
2Mb L2, 2Mb L3
8 x 4 Gb, 32 Gb P&200 DDR2 (667MHz)
8 x 146Gb, 820.2Gb, dual port 10.000RPM Serial SCSI
RAID5 with online spar€75% Read / 25% Write)
HP Smart Arrak?400i, with 512Mb and Battery Backed Write Cacl
Firmware 5.20
Firmware v1.60
NC373i Gigabit Adapters, Broadcom 5708
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4.2 SOFTWARE OVERVIPROJECYRC

The Physical and Virtuldfrastructure is butlwith the following software components. All Windows
Operating Systems are updated with the Windows Security upd#t@stober 2008.

Windows Server 2008 x64 Datacenter editii 6.0.6.6001 SP1uBd 6001

Windows Server 2003 x64 Datacenter editic SR

Windows Server 2008 x86 Enterprise editio ---

Windows Server 2003 x86 Enterprise editic SP2

ESX 3.5 3.5.0, 110268

XenServer 5.0

Windows XP Pro x86 SP3

XenApp 5.0 x86 and x64

XenApp 4.5 x86 and x64 Hotfix Rollup Pack 3

SQL 2005 Enterprise SP2

Office 2007 UK With and withoutSP1

Acrobat Reade8 UK 8.10
Important: Unlessexplicitly mentioned in the Project VRC documentation, all software is configured
with default settings and only the required components are installed.
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4.3 INFRASTRUCTURE OVERNI
VRC.local
AMSTERDAM ROTTERDAM DENHAAG DOETINCHEM EINDHOVEN GRONINGEN ENSCHEDE ARNHEM UTRECHT
Rale: DC/DNS/ Role: SOL 2005 Role: 115 Reole: Viware VC/ Role: FileServer Role: TSGW Role: <empty= Role: Management Role: MDT
DHCPITS Lic Cte LICAW] WM Lic FQDN: VRC. virtuall.nl
IP: 172.28.100.1 16 IP: 172.28.100.2 /16 ServerDC’ P 172.28100.5/16 P 172281006 16 IP: 172281007 M6 IP;172.28.100.8/16 IP:172.28.100.8 16

GW: 172281254 GW: 172.281.254  |P: 17228.100.4 116IP: 17228 100.XX (16 GW: 172281254  GW 172.28.1.254 GW:172.28.1.254 GW:172.231.254  GW 17228.1.254
DNS: 172281001 DNS: 172281001  GW: 17228.1.254 GW: 172281254  pNS: 172281001 DMNS: 172281001 DNS: 172281001 DNS: 172281001  DNS: 172.28.100.1

DNS: 172281001 DNS: 172.28.100.1 Extern ip: x.xx.x
L L
T T
VSI01 Vsio2 VSI03 VSIi04 VSI05 VSI06
Role: VSI Launcherd1 Rale: VS| Launcher2 Role: VS Launcherd3 Role: VS| LauncherD4 Role: VSl Launcher0S Role: WSI Launcherls
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Creation date : 10-10-2008
POR Document version 115
5 I.og- i|'| Owner : Ruben Spruijt
Eervoud in 1ET consultants Last updated : 14-01-2009
4.3.1 VRC Infrastructure detailed overview

The VRC infrastructure has been designed and implemented to run multiple tests on the four (Bare
metal, Hype#V, XenServer & VMware), different platforms simultaneously. This was essential, as over
150 VSI testuns have been performed in total.

All the VEZ core components such as Domain Controller, FileServer and related management machines,

are installed and configured within Virtual Machines running Microsoft Windows Server 2008 x64
Enterprise Edition. These virtual machines are executed by H¥pesnigured as a role within

Microsoft Windows Server 2008 Datacenter. The Hyper N2 £ S A& Ayadlff SR 2y
2Nl QZ F It 5[oypwnp ASNBSNI gAGK y /t! O2NBa:z

B

The domain VRC.local is a Windows Server 2008eAbtirectory domain running in 2008 native mode.
¢tKS 5/ ¢A0GK NBfFGSR C{ah NRfSaz 51/t FyR 5b{
takes care of the creation of Active Directory user accounts and Group Policy Objects, which are
descriled in the appendix of this whitepaper.
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Terminal Server Gateway funatiality provides the VRC project tea ith remote access functionality.
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Deployment of target (virtual) machines is automated where possible. Microsoft Desktop Toolkit 2008
and thevarious deployment solutions within the Virtual Infrastructure solutions have been used to
create an automated deployment solution.
hy YIOKAYS WINYKSYQSX ¢SN¥YAYLFE {SNIBSNI NRPf S NlzyyAy
different ManagementCaon2 t Sa KIF @S 0SSy AyadalttSR 2y (GKS OANID
to the VRC team members.
All the physical machines are well connected to gp@# HP Procurve Gigabit switch.

4.3.2 Launcher Configuration

All the VSI launchers are installed and egunfed within Virtual Machines running on Microsoft
Windows Server 2008 x64 Enterprise Edition. These virtual machines run on-\\Hyo@figured as a
role within Microsoft Windows Server 2008 Datacenter. The Hypmle is installed on the physical

senSNJ Wt N} F3QX | It 5[oypwnp aSNIlINesmalRKDSy /t! O2N
O2Y FTAIAzNI GA2yd® ¢KS @GANIdzr £ YIFOKAYS Wx{LamQ A& (K¢
VSI06.

All the VSI launchers have been installed on Windows £2860@8 x86 Enterprise Edition.
The Microsoft Remote Desktop Client is included in the OS, no special configuration settings are applied.

The Citrix XenApp pltig for hosted apps (ICA Client) version 11.0.0.5357 has been installed. The VSI
launchers areonfigured to use 2GB of internal memory.

The screen resolution for the RDP/ICA connection to the target machines was set to:

1024x786 Resolution

16 Bit Color Depth

Speed Screen accelerators disabled
Client Drives are disabled

Client Printing islisabled

Clear Type is not configured

=A =4 =8 -4 -4 -4
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TESTING METHODOLOGY

For Project VRC, the free Login Virtual Session Indexer (Login VSI 1.0) methwdsloggdLogin VSI

is a benchmarking methodologyhich calculates index numbebsised on the amount of simultanae
sessions that can be run on a single physical machimaing either bare metadr virtualized operating
systems. To keep th@sults representative it is imperativbat identical tests are run on different types
of systems. Thereforkogin VSdoes rot allow any customizatioof the load scripts

o1

Login Virtual Session Indexer is freeware and can be downloaded from: www.loginconsultants.com.

Login VSdllows youto compare platforms and technologies, specifically not to predict the exact
amount of sessions you can run in your own production environment. Such predictions are impossible,
since this completely depends on the application set and how these applisai@nused in practice

Login VSgeneratesa realistic emulated,user workload. Therefore, every session will simulate a
mediumheavyworkload user Knowledgeworker) runninggeneric applications like Officetérnet
Explorerincluding Flash applets amktlobe Acrobat Reader. Like real users, the scripted session will
leave multiple applications open at the same time. Every session will average &86uhidimal user
activity, similar to real world usag&he workload may be considered future pr@ofd can be
categorized tsimulatemedium/heavy load of a typical knowledge worker (this is in comparison to
avergge Terminal Server deployments):

1 The CPU workload is may be categorized as medium/heavy (clearly above average);
1 The Memory workload is now mediurslightly above average)

The workload is performed by scripts (AutolT based) on the target operating system. This makes Login
VSI independent of virtualization platform and presentation protocol used. The overhead of the AutolT
scripts used will never exed 5% and averages below 1% per session

Sessionsare alwaysstarted through a remoting protocol (ICA, RDP or other) at a resolution of 1024x768
with a 16bit color depthEverysessiommust remain connected for thduration of the tests since the
overheadof the protocol does influence system performance and the workload scripts can orhyofiun
within a connected session.

The optimal performance indexill characterize test results by measuring application response times

within all active sessions.y’ @R YJ f LISNF2NXIyOS AYyRSEéZ RSEAONAOAY
be run on single machine without serious performance degradation. A variancgé@®b%er identical

test run is normal

Login VSl is platform independenthich allows testing of othema new platforms in the future

Support for Windows based Presentation Virtualization platforms (Server Based Computing)
Support for Windows based Desktop Virtualization platfarms

Support for Windows based Application Virtualization technologies (Apiplic&treaming)
Support for both Windows 32 bit and Windows x64

Support for Windows XP, 2003, Vista and 2008

Support for Office 2003 and 2007

Support for VMwareMicrosoft, Citrix, Provision IT and other presentation or desktop
virtualization vendorshrough a cust;m commandline to launch session.

=4 =4 -8 —a & 8 9

User sessions will start every 30 secondsTemminal Serveenvironments and 60 seconds for VDI.
Typically VDI solutions have a much lower user dena#yopposed t&BC solutions; the interval for
new sesions on VDI itherefore lower (i.e. to allowfor starting/resuming workstations).

All sessios will run completely locdy: thereareno connectiosto backend services or external

applications (client printers, home/group drives, roaming profiles, exchange, printers, databases,

6SoLJ) 3SQazx SiOdddy gAGK GKS SEOSLIIA2Z2Y 2F || FAES @
the result is not dependandn backend services amfluenced byother external factors
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5.1

5.2

When running Login VSI on a Termi&ver, unique test user accoungse created for each session.
Using a single user for multiple sessions on a Terminal or @dtikd impact performance athe user
environment is shared for each session

The user profiles (local profilea)e created before the actual benchmark run is performed. This is to
prevent an extreme load during the logon process of each user; the creation of new profiles reqaires
muchsystem resources. Furthermore, it is not a typical practice in production environments to always
create a brand new profile faverylogon attempt Also, he use of local profiles eliminates the risk of
profile conflicts and corruption which aieherent to using roaming profiles and tests with multiple
platforms

In virtual desktop environment where euplication of memory pages on a virtualization platform is
enabled, unique test accounts and therefore unique profiles need to bemated inthe workstation
image. This prevents unrealistic-daplication of memory pages by using a sirdg¢a set

LOGINVSIOVERVIEW
Login VSI consists of 4 components:

AD Domain controller for user accounts and standard policies
A file share for centratonfiguration and logging
Launcher workstations (Master and Slaves) to initiate the sessions

1
1
1
1 Target platform (VDI or SBC) where the user load script are installeexaedted.

Launcher Workstation
= Login VSllauncher

« Login VSl Analyzer

* ICA /RDP client

File Share

+ Log files

+ Log file archives

+ Launcher configuration files
* Logoff mechanism

Target machine

* User Simulation Scripts
* Microsoft Office 2003/2007
* Adobe 8.1

* Flash 9 / Shockwave 10

Domain Controller
+ Active directory
* Login VSIpolicy object

RANDOMIZATION

Since Beta 0.5 of Login VSI, randomization is introducddnatiie user load simulation. This is an
important feature, as optimizers on a memory or network level operate on the principle-of de
duplicating and compressing repeated patterns. If every single session is doiexpitteamething, de-
duplication of menory and compression on a presentation protocol levil produceunrealistic
results For a more realistic load testing, randomization is crucial. This prevents overly optimistic
benchmark results caused by unrealistic optimization of the workload.

Buiding randomization into a benchmark needs special consideration. From a system resource load and
execution timing perspective, randomization would harm the repeatability of the results. This will not
make sense from a performance benchmarking perspectvhia is one of the first requirements of

Login VSI.

Therefore, only the dataset for each session is randomized. As a result, the workload, including all
applications, how and when they are executed is exactly the same for each session. Only the
documents presentations, mailboxes and excel sheets are randomized. All random paragraphs and
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pictures used in each document, presentation email are generated to have the same size and
structure.

Login VSI has a pool of 150 randomly generated documents,miaggs and pst files which differ no
more than 5% in size.

Word Document +/- 265 KB
PowerPoint 100 Yes +/-1195 KB
Outlook inbox (PST file) 100 No, only refreshed after login. 1257 KB
Excel Sheet 1 . 8aszx Sk OK OStf dza 1325KB

function. Every time the sheet is
opened completely different values ar
generated.

Internet Explorer No Randomization n/a n/a

5.3 USER LOADVERVIEW
In the chart below the actions and eventdthin each 18 minute user loop are displayed. Like real world
usage, multiple applications are kept open simultaneously. Each loop will open and use:
1 Outlook 2007, browse 10 messages & type new message.
1 Internet Explorer, one instance is left open, one instance is browsed to MS, VMware and Citrix
(locally cached copies of these websites).
1 Word 2007, one instance to measure response time (9 times), one instance to review, edit and
print a random document.
1 Solidata PDF writer & Acrobat Reader, the word document is printed to PDF and reviewed.
1 Excel 2007, a very large randomized sheet is opened and edited.
1 PowerPoint 2007, a random presentation is reviewed and edited.
1 3 Breaks (40, 20 & 40 seconds) are idellito emulate real world usage.
Minute  Loop Outlook Word [1] Response Time IE [1] Word [2] IE[2] Acrobat Excel Powerpoint
0:00:00 Start User loop
0:00:03 Start Outlook
0:00:10 Start word [R]
0:00:22
0:00:34
0:01:21 Start Internet Explorer [1]
0:01:26
0:01:36 Start word [2]
0:02:23
0:02:39
0:03:00
0:03:28
0:04:01
0:04:23
oa
0:06:11 Open PDF
0:06:33
0:06:41
0:07:29
0:07:45 Close PDF
0:08:13
0:08:44 Close document
0:08:47
0:09:30
0:09:49 Open XLS
0:10:04
0:11:39
0:11:53
0:12:25
0:12:45 Start Powerpoint
0:14:14
0:15:34 Close Powerpoint
0:15:36
0:16:11 Close Internet Explorer [1]
0:16:26 Close outlook
0:16:46
0:16:52 Close
0:17:12
0:17:52 Start Next Loop
Review the HD video of Login VSI 1.(htip://vimeo.com/2749006
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CORRECTEDPTIMALPERFORMANdEDEX

In project VRC, Login VSl is used to perform all benchmark tests. Login \/AltaBescripts to
simulate user workload in a loop that repeats every 18 minutes. After a thorough process-tftfing,
the majority of tests executed properly. Occasionally timing issues occurred, resulting in stuck sessions.

Unfortunately this cannbbe prevented completely, especially when there is a high load on the system.

This is also understandable, the script communicates and manipulates with the applications through the
Windows GDI. This method is suited for performance tests with user emmmjdtut is generally
sensitive to timing issues and unexpected message boxes.

Stuck sessions occur only when the VSI script is out of sync with what is happening on a desktop or
application level. For instance, the VSI script is waiting for an applidatimeus, while the application
is already in that state. Checking individual sessions that were seemingly stuck, it was always possible to

continue the VSI workload tests when the application was refocused manually.

When a system is fully saturated,strieasonable and likely that sessions do not continue and get
Gaidz01éd ¢CKAA
events, which is specifically sensitive to timing issues under high system load. Latobtedtisied that
Login VSl is able run the scripted workload seemingly indefinitely (250+ loops) when it is running as a
isolated session.

On a Windows 2008 Terminal Server (bothb®2and x64) individual sessions sometimes halted earlier

Aa

y 2 NI

Ff o0S8SKI JA2NJI |

iKS

than seen on otheoperating systems, before the system resources were saturated. It seems that
AutolT scripted workloads are a little bit more sensitive to timing issues on Windows 2008.

I Y 2 dzy
updated before the optimal performance index was reached. In order to keep all results fairly

wSOASGAY 3

iKS

27T
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index.
- Home Insert Page Layout Formulas Data Review Developer Options Design @ - o x
=3 Cut T—l|= = | 5 = == ¥ AutoSum =
gcupy -ln -A of|[= S Wrap Text General - Ej‘ B B _DJ _— %? }a
T Fomatpainter || B £ W[ T[S A I S werge & center | {1 2|36 8] | S e st | o e e | Qe e sewd~
Clipboard o Font & Alignment ] Number & Styles Cells Editing
I Al15 - fe| 116 3
A B c D E F G H |
94 95 1956,730769 2428 1673 Performance Is Optimal No Saturation Detected
95 96 1932,058824 2362 1684 Performance Is Optimal No Saturation Detected
96 97 1952,230769 2445 1689 Performance Is Optimal No Saturation Detected
97 98 1996,56 2711 1745 Performance Is Optimal No Saturation Detected
98 99 1944,26087 2473 1475 Performance Is Optimal No Saturation Detected
99 100 1895,047619 2059 1671 Performance Is Optimal No Saturation Detected
100 101 2210,608696 5807 1682 performance Is Optimal No Saturation Detected
101 102 2078,862069 3670 1643 performance Is Optimal No Saturation Detected
102 103 1986,210526 2334 1666 Performance Is Optimal No Saturation Detected
103 104 2042,130435 3196 1619 Performance Is Optimal No Saturation Detected
104/105 2186,72 3530 1721 Optimal Performance Max Reached No Saturation Detected
105106 2078,307692 3335 1572 Performance Is Optimal No Saturation Detected
106 107 2092,545455 2838 1810 Performance Is Optimal No Saturation Detected
107 108 2074,333333 2895 1672 Performance Is Optimal No Saturation Detected
108 109 2004,157895 2437 1701 Performance Is Optimal No Saturation Detected
109 110 2160,814815 3864 1723 Optimal Performance Max Reached No Saturation Detected
110 111 2059,08 2597 1684 Optimal Performance Max Reached No Saturation Detected
111 112 2103,095238 2992 1657 Optimal Performance Max Reached No Saturation Detected T
112 113 2199,275862 2969 1679 performance Is Optimal No Saturation Detected
113 114 2124,12 2863 1754 performance Is Optimal No Saturation Detected 1|
114 115 2049 2410 1682 performance Is Optimal No Saturation Detected 1
lL‘)Lllﬁ 2020 2627 1672 Optimal Performance Max Reached No Saturation Detected
116/117 2181,761905 3026 1834 Optimal Performance Max Reached No Saturation Detected L
117118 2084 3049 1695 Optimal Performance Max Reached No Saturation Detected
118 119 21504 3509 1811 Optimal Performance Max Reached No Saturation Detected
119 120 2260,346154 4948 1812 Optimal Performance Max Reached No Saturation Detected
120 121 2195,285714 3339 1697 Optimal Performance Max Reached No Saturation Detected
121 122 2097,931034 2974 1657 Optimal Performance Max Reached No Saturation Detected
122 123 2328,047619 4197 1789 Optimal Performance Max Reached No Saturation Detected
123 124 2301,346154 5237 1729 Optimal Performance Max Reached No Saturation Detected
124 125 2160,272727 3026 1776 Optimal Performance Max Reached No Saturation Detected
125 126 2448,347826 4336 1757 Optimal Performance Max Reached No Saturation Detected
126 127 2199,64 3043 1651 Optimal Performance Max Reached No Saturation Detected
127,128 2110 47R19 215R 1724 Ontimal Perfarmance May Beached _Nn Saturatinn Deterted ¥
W 4 v M| VSI Chart | VSI_Pivot _Table ~SwR .~ Data /%1 [ m 0
Ready | 3 Average: 1608,75  Count:6  Sum: 6435 | [ 1 | 200% (=) 1) (%)
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The response time is the measurement of the time required to focusing/switching to the (minimized)
Word documentiopenfile.do& and selecting the open dialogue. The scripted pause of 4 seconds is
deducted from the actual measurement. The remaining timeststrof the build in autet idle time
(1200ms) and the actual time to focus and open the openfile.doc windelwd@0Oms), typically this
totals around 1600700 ms. Hitting 2000ms wouislan actual doubling of the responsiene,

something a user wouldatice as being sloweOver D0 testswere performedin the development of
VSI and withifProjectVRGn total. As a resultif was possible to concludbat typically performance is
degrading quickly after the 2000ms barrier has been reached.

The formué for the corrected optimal performance index is:

1 TheUncorrected Optimal Performance IndgkJOPI) is based on tliest 5 consecutivees-
sions whichk NB ¢ S D&l BeRormiance Max Reached

1 ¢ K ®ptitnal Performance Max Reaclied @ f dzS edioa thelréspobseinie average of
four sessiongdigher than 2000ms (4 session average response time > 8000 ms).

1 The Uncorrected Optimal Performance Index can be retrieved from the VSI_Pivot_Takle wor
sheet in the VShnalisys.xIsx Excel shaetluded with Login VSI (review the example soree
shot, the UOPI is 116 in the example);

1 However, sometimes sessions get stuck or are missing completely before UOPI, therefore the
Optimal Performance Index must be corrected. By weighting all segsianstopped logging
before UOPI has occurred, it is possible to calculate the Corrected Optimal Performance Index.
To find out the time of UPOI, select the Data worksheet in VSI_analisyandssort on time;

1 Using Windows explorer, sort the individual filgs on modified date, and count how many log
files were not updated after UPOI was achievEde number of stuck sessions are described as
Stuck Session CouBSC). Stuck session are weighted 50% after correction;

1 Separatelycount completely missing Idgesas they are weighted differently. This is called the
Lost Session Courflt SC), and these tests must be discarded completely in the corrected index;

1 TheCorrected Optimal Performance Inde§COPI) is then calculated:

COPI=UOR|(SSC*50%6 LSC

Incorporating the SSC and LSC into a corrected index ensures that the test results are fair and
comparable.

TheCorrected Optimal Performance Indgsoved to be consistent within aB50% margin when the
tests were repeated several times within project VRBese reuns of the test are documented in the
test details.

Even though it is attractive to review, the Saturation Index fluctuates much stronger thabptimal
Performance Indexand is not taken into consideration when comparing platforms withajeet VRC.
Because the system is not capable of accurately registering performance metrics during a extreme
system load (overloaded) it is logical that the Saturation Index shows more than 20% deviation per test
run and no conclusions can be drawn fromdkdigures.
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VMWARE ESRLATFORM TEST

In all our tests (both VDI and Terminal Server/Citrix XenApp) sessions are launched with direct RDP or
ICA connections equally distributed with the use of a predefined CSV file.

A deliberate choice has been made notuse connection brokers for the virtual desktop and terminal
services tests within the first phase of project VRC. Using brokers would complicate the already very
elaborate tests. The focus of project @k investigating the platfornand not yet the brker. Including
connection brokers in the tests is certainly possible in the future.

Every test runs with page sharing disabled and SP1 of Office 2007 is installed unless specified otherwise.

Setting Page sharing on (Default ESX) | Page Sharing off (for TS
workloads)

Mem. ShareScanGhz

Mem.AIIocnghThreshoId 1500

Of the changed parameters, only mem.ShareScanGhz actually influences the pagesharing ability of ESX.
Setting this to 0 (zero) disables pagesharing alltogether.

4096

The mem.AllocHighThreshdhds been set to 4096 to save resources that are consumed by PAE. This
setting will cause the vmkernel to use the memory below 4GB primarily for the VMs.

These best practices for running terminal servers on ESX are mentioned in the community on a regular
basis. However, some of those proposed settings proved to be less effective than was expected and
cannot be recommended anymore. One of those settings is tuning mem.AllocHighThreshold. In older
ESX versions this could indeed prove beneficial but VMwadieated that in later versions this setting

best be left at its default value. Additional tests will be executed in the future to specifically determine
the impact of such community driven recommendations.

Reference

http://www.brianmadden.com/blogs/gabeknuth/archive/2007/08/27+ahort-guideto-virtualizing
presentationrandterminalserverson-vmware-esx3.aspx

http://viops.vmware.com/home/servlet/JiveServlet/download/1573
1439/Citrix%200n%20VMware%20V2.3.pdf;jsessionid=0F3A6971FC15F359F62136B14FD2FF68

C2NJ GKS @ANIdzZ £ RS abpaied inphiasesitdl allay pagé sharingaodrde meiddy LINS
and no paging on a ESX level is required. 30 Minutes after the last desktop is booted the VSI test is
started, launching sessions every 30 or 60 seconds.
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6.1 VIRTUAIDESKTONVORKLOAD

VMware ESX excels in virtualizing Windows desktops workloads. With 32GB and meenooynonit

disabled it is not possible to start more than 27 Windows XP instances with 1 GB of memory without
issues (see test 62). When page sharing is enabled, it is possible to run more than 70 desktop sessions
with VSI (test 65 and 67). Even though ttega set is randomized for each session in Login VS, real

world figures will probably be a littlmore conservative. This is caused by the reality that typical virtual
desktop users can be categorized as a knowledge workers, who in generally work wétlireyse and
memory intensive application set. Page sharing is most effective when each VM uses the same
application and dataset.

Test 60 25VM-1CPU 1GB XPx86 245

Test 62 28VM-1CPU 1GB XPx86 | 0

Test 65 70VM- 1CPU 1GB- XPx86 Page Share Omnlst run

|

Test 67- 70VM- 1CPU 1GB- XPx86 Page Share Or2nd run

|

0 10 20 30 40 50 60 70 80

The ability of VMware ESX to overcomMM memory is a clear advantage for Virtual Desktop

workloads, but also introduces performance degradation risks when not used conservatively. When too
YIye +aQd8 FNB 0220GSR aAyYdz (I yS2 dzéhfiring phogesslins®atd: NJ G A 2
yetO2 YLI SGSR 2LIAYATFGAZ2Y F2N) GKS ySg +aQao La b
NBadzZ G Ay &aSNR2dza LISNF2NXIyOS AaadsSa Ay it +aQa
GKS K2ad IyR *aQa LINE @® Rgaih2ormnialSerforiadcez yf & Fl a0 a2f c

6.2 TERMINAISERVERVORKLOAD

Until recently, virtualizing resource intensive Terminal Server workloads on VMware was not always
recommended because of the limited scalability and sometimes inconsistent user experience. In the
past, many virtualized Terminal Server workloads on VMware proved to be especially sluggish from an
end-user point of view. After the tests in project VRC, it is save to conclude that this insight is changing.
There is room for improvement in the future, Wever, when setup correctly, and running on dedicated
hardware, it is possible to virtualize TS workloads with acceptable user experience.

It is not reasonable to expect bare metal performance on a virtualized platfimaher high load Office
2007 SP1 tes that cause a higher CPU load when browsing the Outlook preview pane for messages.
The impact of this is clearly noticed in all testing scena@@snparing results with SP1 installed is still
interesting, as such results typify a CPU intensive workload.

Test 9-4VM- 2CPU 4GB- 2003x86 85

oSt S ECPR ACE 200mar To Pt lstRun _ e

0 20 40 60 80 100 120
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It is important to realize that the Terminal Server workload is unique. No other workload has so many
active processes and threads within a single instance of Windows. Therefore, configuring only one vCPU
per Terminal Server VM is not recommended. Tt is similar to having an extremely busy single

lane highway. The slightest congestion will have immediate impact on all users. Having two vCPUs per
VM can be compared to a two lane highway. It is possible to overtake on the second lane when a car
breaks down on the first. As a result, small congestions on one vCPU do not immediately impact other
users.

Test 1- 1VM-1CPU- 4GB- 2003x86

Test 4- 1VM- 2CPU 4GB- 2003x86 22,5

I

Test 8- 4VM- 1CPU 4GB- 2003x86

l

Test 9-4VM- 2CPU 4GB- 2003x86

Test 20 8VM - 1CPU- 3.5GB 2003x86

|

Test 21- 8VM - 2CPU- 3.5GB 2003x86

80 100 120

o

20 40 60
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It is interesting to see how using the commonly used Windows 2003 x86 standard edition Terminal
Services with a 4GB memory limit scales reasonably well when virtualized. In project & RGsth

efficient and economical method to virtualize the still widespreaeb82Vindows 2003 Terminal

Services on a two Quad core server is with 20 GB (4x 4GB + room for ESX overhead) of physical memory
running dedicatedly 4 virtual machines with 4GB @&mory with 2 vCPUs and page sharing disabled.

¢tKS (Sada a A0S
a ta A

For long, it has not been a best practice to not enable more than one vCPU per Terminal Server VM.
Interestingly, the tests in project VRC prove differently as long as the total amount of vCPUs in all VMs
combined do not exceed the physical amount of CPU cores. Enabling more vCPUs than physically
available does not bring huge performance gains, and could even work counterproductive if the purpose

is to maximize the amount of users per physical server. Howgv& S ND2 YYA GG Ay 3 @/t | Qa
recommended when consolidating underutilized servers, as the additional CPU clearlpiiesigsting
congestionwhen the user load on the individual VM momentarily spikes.

Test 12 4VM - 2CPU- 4GB- 2003x86- NO SP1 1st Run 1075

Test 13 4VM - 2CPU- 4GB- 2003x86- NO SP12nd Run 107

II

TEST 224VM - 4vCPU 4GB-2003X86 NO SP11ST Run

TEST 234VM-4VCPU 4GB-2003X86 NO SP12ND RUN

o

20 40 80 120
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@ @ virtualreality check
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workloads, allowing for approximatelyB% more sessions. Disabling Page sharing can only be
recommended when enough physical memory is available for each individual VM and the host is
{ SNIBSNJ) g2N] 2 Radé

dedicated for hip-RSy & A G &

Test 12 4VM - 2CPU 4GB- 2003x86 NO SP1 1st Run

Test 13 4VM - 2CPU-4GB- 2003x86- NO SP12nd Run
104,5

Test 14 4VM-2CPU 4GB- 2003x86- NO SP13rd Run

Test 17-4VM - 2CPU 4GB- 2003x86- No SP1 Page Share ONLst Run
Test 18 4VM- 2CPU 4GB- 2003x86 No SPt Page Share ON2nd Run

Test 19 4VM - 2CPU 4GB- 2003x86- No SP* Page Share ON3rd Run

Il

Test 15 4VM - 2CPU 4GB- 2003x86- NO SP14th Run
120

100

80

o
N
o
N
o

107,5

6.3

As expected, virtualizing Terminal Server will result in higher user densities than virtudlinidgws
client operating system. This is logical, as each individual user works on a private operating system with

the corresponding overhead instead of a shared system.

69
120

100

Test 12 4VM - 2CPU- 4GB- 2003x86- NO SP1 1st Run
80

40 60

|

o

Test 65 70VM- 1CPU 1GB- XPx86 Page Share Onlst run
20

NXizy yOBMs8s neryioy. Theé mamaly Mt this pfades sees (i S Y

MMU VIRTUALIZATION
0Kl dQa
When a process tries to access this memory, the hardware checks these tables and trahelligial

LINE OS & a
addresses tghysical machine addressé® make this lookup faster, the hardware caches the more

is one contiguous address space of memory. The OS keeps trackaafdhéss space in a page table.

recently used addresses in a Translation Look aside Buffer (TLB).

When the OS is virtualized however, the Virtual Machine Monitor (VMM) keeps its own shadow page
table tokeep track of the pages of the OS to translate to the physical addresses. The VMM keeps the OS

page table synchronized with the shadow page table which introduces the extra overhead in memory

virtualization.

With Hardware Memory Management UnitdMMU) an extra layer of page tables becomes available
called nested page tables. When a process in a virtual OS now access its memory, the hardware accesses

the page tables of the OS and the nested page tables both to determine the physical memory address.

Thisway there is no more need for shadow page tabRst the extra page lookup does have a negative
impact on processes that stress the memory. Using large memory pages reduces this BE§pamtMM

and VMkernelaggressively try to use large pages for tloein memory when hardware MMU is used.

AMD implemented nested page tables last year and called it Rapid Virtualization Index (RVI). Intel
introduced the hardware assisted MMU last march and called it Extended Page Tables (EPT).
Terminal servers typicalshow a very high level of context switching. The number of processes on a
terminal server is much higher than most other servers and memory access is typically high in number
but in small in size. This is whefMdMU has a substantial positive effect on fl@mance.A positive side
effect is also that the response time in the tests is also much more even. The difference is made very
Page22
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6.4

Of S NJ o0& (TesS123\W- 20RE% 4GB-P008x86- NO SP1 1" Rurgé | VeBt8064VM-
2CPU 4GB- 2003x86¢ NO SPAVvMMU forced- 1% runé @

In VMware ESX the default setting for aviftua Y+ OKAYy S A& W' ft2g GKS Kz2ai

For 640 A (i

1]
G62NYf2FRa GKAA -Vl yaz MaStya [oR 56 RIOK oxziY SIyy 2 HWR

sense because especially inl32 workloads the hardware MMU can still have a negative impact on
performance. But on 3bit terminal servers, this feature should always be enabled. This can be done in

iKS =L
"hardware'Q

Ot ASyil 2y (GKS WhLIiA2yaQ Il rmonidriirtualkngnu @A NI dzt f
G2 GKS ®OYE FTAfSO

The next graphlows the difference in number of users without vMMU (top 4 bars) and with vMMU

(lower 2 bars).

Test 12 4VM - 2CPU-4GB- 2003x86- NO SP1 1st Run
Test 13 4VM - 2CPU- 4GB- 2003x86-NO SP12nd Run

Test 14 4VM - 2CPU- 4GB- 2003x86- NO SP13rd Run

4VM-2CPU 4GB- 2003X86 NO SP1vMMU Forced Run2 | 131
4VM-2CPU 4GB- 2003X86 NO SP1vMMU Forced Runl | 131
0 20 40 60 80 100 120 140

107

OVERVIEW OF ARESULTS

This is an overview of all virtual desktop tests performed on VMware ESX in phase one of project VRC.

Test 63 60VM- 1CPU 1GB- XPx86 Page Share Orlst Run

e e  ——
Test65 TOVM- 1CPU 168 XPx66 Page share rts . [

Test 67 70VM- 1CPU 1GB- XPx86 Page Share Or2nd run

Test 60 25VM- 1CPU 1GB XPx86 245

Test 62 28VM-1CPU 1GB XPx86 | 0

|

a1
o
o

I

o

10 20 30 40 50 60 70 80
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This is an overview of allerminal Servetests performedon VMware ESXh phase one of project VRC.

Test 1- 1VM-1CPU- 4GB- 2003x86

Test 4- 1VM- 2CPU 4GB- 2003x86

Test5 1VM- 2CPU 4GB- 2003x86- No SP1 1st Run

Test 6- 1VM- 2CPU 4GB- 2003x86- No SP12nd Run
Test 7- 1VM- 4CPU 4GB- 2003x86- No SP1

Test 8-4VM- 1CPU 4GB- 2003x86

Test 9-4VM- 2CPU 4GB- 2003x86

Test 10 4VM - 2CPU- 4GB- 2003x86- Page Share ONLst Run

Test 11 4VM - 2CPU 4GB- 2003x86- Page Share ON2nd Run

Test 12 4VM - 2CPU 4GB- 2003x86 NO SP1 1st Run

Test 13 4VM - 2CPU 4GB- 2003x86- NO SP12nd Run

Test 14 4VM - 2CPU- 4GB- 2003x86- NO SP1 3rd Run

Test 15 4VM - 2CPU 4GB- 2003x86- NO SP1 4th Run

Test 16 4VM - 2CPU-4GB- 2003x86- XA 5.0

Test 17-4VM - 2CPU 4GB- 2003x86- No SP1 Page Share ONLst Run
Test 18 4VM - 2CPU 4GB- 2003x86- No SP Page Share ON2nd Run
Test 19 4VM - 2CPU 4GB- 2003x86- No SPt Page Share ON3rd Run
Test 20-8VM - 1CPU- 3.5GB 2003x86

Test 21-8VM - 2CPU- 3.5GB 2003x86

TEST 224VM - 4vCPU 4GB- 2003X86 NO SP11ST Run

TEST 234VM-4VCPU 4GB- 2003X86 NO SP12ND RUN

Test 30- 4VM - 2CPU- 4GB- 2008x86

225
22
17,5
32
38
85
75,5
72
107,5
107
107
110
82,5
96
1045
103
82
96,5
73
69,5
72
20 40 60 80 100 120
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virtual reality chec

1. TEST DETAILS

Every test runs with page sharing disabled and SP1 of Office 2007 is installed unless specified otherwise.

7.1 TESTL-1VM-1CPU 4GB-2003<86

Project VRC Test ID 1

Amount of Virtual Machines 1

lY2dzyd 2F @/ t! Qa 1

Memory available 4 GBmem / 4GB swap
Target Operating System Windows 2003 x86
Other specific configuration Office 2007 spl installed
Specific Virtualization Settings Page sharing off
Launchingnterval 30 Seconds

Launching intervgber VM 30 Seconds

16000 Average Response_Time
Max Response_Time
15000 - == Min Response_Time

14000 +

T -
® o
12000 -
> = VRC
11000 + ® @
@ @ irtualreality check
Powered by:

9000 - PQR and Login Consultants
www.virtualrealitycheck.net

10000 -

8000

7000

Response time / ms

6000

5000

3000

2000

1000

2 4 6 8 10 12 15 17 19 21 23 25

Active Sessions

Total Session Launched 25
Uncorrected Optimal Performance Index (UOPI)
Stuck Sessions Count before UOPIT (SSC)
Lost Session Count before UOPIT (LSC)

o O O o

Corrected Optimal Performanckdex (COPI=UOP({SSC*50%)LSC)

Versionl.1 May 2009 Page?5
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7.2 TES® -1VM-2CPU 4GB- 200386
Project VRC Test ID 4
Amount of Virtual Machines 1
lY2dzyd 2F @/t Qa 2
Memory available 4 GBmem / 4GB swap
Target Operating System Windows 2003 x86
Other specificonfiguration Office 2007 spl installed
Specific Virtualization Settings Page sharing off
Launching interval 30 Seconds
Launching intervgber VM 30 Seconds
16000 Average Response_Time V
Max Response_Time ‘
15000 - Min Response_Time
® o I
14000 -
// .
13000 - ® o
® v
12000 @ @& VR
® @
110001 @ @P  virtualreality check I
10000 - Powered by: |
2 PQR and Login Consultants /
S 9000 - www.virtualrealitycheck.net " —
: \
@ 8000 —
=
: N\ A
o 7000 —
: RYWAN)
YA A
5000 I
4000 /\/ / —
A
AU AR
2000 — ~ B
1000
[0 e e e o L s e e e L e e e e e e I e e e o e e B e e L mn s s s e S
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45
Active Sessions
Total Session Launched 45
Uncorrected Optimal Performance Index (UOPI) 23
Stuck SessiorSount before UOPIT (SSC) 1
Lost Session Count before UOPIT (LSC) 0
Corrected Optimal Performance Index (COPI=UQBISC*50%)LSC) 22,5
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7.3 TEST5 - 1VM- 2CPU 4GB-2003x86- N0 SP1- 1°'RUN

Project VRC Test ID 5

Amount of Virtual Machines 1

lY2dzyd 2F @/t Qa 2

Memory available 4 GBmem / 4GB swap
Target Operating System Windows 2003 x86

Other specific configuration No Office 2007 sp1 installed
Specific Virtualization Settings Page sharing off

Launching interval 30 Seconds
Launchingntervalper VM 30 Seconds

16000 Average Response_Time
Max Response_Time
15000 -} === Min Response_Time

14000

® v

12000 @ @&
o V
@

7 o
0 e

11000 + ap virtual reality check

10000 - Powered by: \
PQR and Login Consultants \

9000 - www.virtualrealitycheck.net -

8000

7000

Response time / ms

6000

5000

4000

3000

2000 -

1000

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44

Active Sessions

Total Session Launched 45
Uncorrected Optimal Performance Index (UOPI) 23
Stuck Sessions Count before UOPIT (SSC) 2
Lost Session Count before UOPIT (LSC) 0
Corrected Optimal Performance Index (COPI=UQBISC*50%)LSC) 22
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7.4 TEST6- 1VM- 2CPU 4GB- 2003%86- No SP1 2" RUN

Project VRC Test ID 6

Amount of Virtual Machines 1

lY2dzyd 2F @/t Qa 2

Memory available 4 GBmem / 4GB swap
Target Operating System Windows 2003 x86

Other specific configuration No Office 2007 spl installed
Specific Virtualization Settings Page sharing off

Launching interval 30 Seconds

Launching intervgber VM 30 Seconds

16000 Average Response_Time
Max Response_Time
15000 -} === Min Response_Time

14000

® v
12000 @ @&

® @
11000 + ® @ virtual reality check i\

10000 - Powered by:
PQR and Login Consultants I

7 0
0 e

9000 - www.virtualrealitycheck.net

8000 A

7000

Response time / ms

6000

5000

4000

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44

Active Sessions

Total Session Launched 45
Uncorrected Optimal Performance Index (UOPI) 19
Stuck Sessions Count befd®PIT (SSC) 3
Lost Session Count before UOPIT (LSC) 0
Corrected Optimal Performance Index (COPI=UQBISC*50%)LSC) 17,5
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7.5 TEST/-1VM-4CPU 4GB-2003x86-No SP1

Project VRC Test ID 7

Amount of Virtual Machines 1

LY2dzyd 2F @/t! Qa 4

Memoryavailable 4 GBmem / 4GB swap
Target Operating System Windows 2003 x86

Other specific configuration No Office 2007 sp1 installed
Specific Virtualization Settings Page sharing off

Launching interval 30 Seconds

Launching intervgber VM 30 Seconds

16000 Average Response_Time
Max Response_Time

15000 - === Min Response_Time

14000 - o o

® v
12000 - ® v V
11000 - >
o @ virtual reality check
10000 - Powered by:

7 0
0 e

g PQR and Login Consultants
g 9000 7 www.virtualrealitycheck.net
@ 8000
S
@ 7000
o
6000
5000
4000
3000
2000 A@M
1000
0 —
L N N T A N T S S T C R AP I IR S A
@'b
Active Sessions
Total Session Launched 45
Uncorrected Optimal Performance Index (UOPI) 45
Stuck Sessions Count before UOPIT (SSC) 22
Lost Session Count before UOPIT (LSC) 2
Corrected Optimal Performance Index (COPI=UQBISC*50%)LSC) 32
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7.6

TES18-4VM-1CPU 4GB-200386

Project VRC Test ID 8
Amount of Virtual Machines 4
LY2dzyd 2F @/t! Qa 1

Memory available

Target Operating System
Other specific configuration
Specific VirtualizatioSettings
Launching interval

Launching intervgber VM

4 GBmem / 4GB swap
Windows 2003 x86
Office 2007 sp1 installed
Page sharing off

30 Seconds

120 Seconds

16000 Average Response_Time "
Max Response_Time
15000 Min Response_Time
® @
14000 -
// T
13000 - ® o !
|
® v
12000 @D @& V
® @
11000 @ @E» virtual reality check
10000 - Powered by: N A
2 PQR and Login Consultants
S 9000 www.virtualrealitycheck.net H | -
E
@ 8000
c
| [11111(AN
o 7000 —
: (Ll
6000 | H
|
5000 i ‘ A N | l\
4000 /\ | | L ’
3000 - i ¥ VW Y v
2000 -
1000
0 -
O MN~NEAOWOOONALOOMMN AL OMNA0HOOMONCHW OO ®MN 10O~ 0 MMNSN-HWn 0MINN W0 o
|—|HHNNMMMﬁ-vmmmmmr\v\l\wwovcnmaa:::ﬁﬁggggﬁﬂﬂﬂgg:::
Active Sessions
Total Session Launched 180
Uncorrected Optimal Performance Index (UOPI) 38
Stuck Sessions Count before UOPIT (SSC) 0
Lost Session Count before UORIFC) 0
Corrected Optimal Performance Index (COPI=UQBISC*50%)LSC) 38
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TEST-4VM-2CPU 4GB-2003«86

Project VRC Test ID
Amount of Virtual Machines
1 Y2dzyi
Memory available

Target Operating System
Other specific configuration

Specific Virtualization Settings

2F O/t! Q

a

9

4

2

4 GBmem / 4GB swap
Windows 2003 x86
Office 2007 spl installed

Page sharing off

Launching interval 30 Seconds

Launching intervgber VM 120 Seconds

16000 Average Response_Time
Max Response_Time
15000 Min Response_Time
® @
14000 -
// T
13000 - ® o
® v
12000 @ @& V
® @
11000 @ @E» virtual reality check
10000 - Powered by:
2 PQR and Login Consultants |
S 9000 www.virtualrealitycheck.net = -
E
@ 8000 | A
: I Aty
§ 7000 HH
6000 l
. |
5000 I i I\
4000 ,l\ IA l A ' Py ' A
3000 \ﬂ
2000 -
1000 v
0 -
O NN AL O ONCAEHLL O MOMN AW OMNCEHODOMONCHLO O M~ A1 OO MN-HO0O T 0NO©O T 0N OO
|—|Hx—cc\lwmmmv—qmmmmmr\v\l\wwovcnoaaa:::ﬁﬁggﬁzﬁﬂﬂggg::g
Active Sessions
Total Session Launched 180
Uncorrected OptimaPerformance Index (UOPI) 86
Stuck Sessions Count before UOPIT (SSC) 2
Lost Session Count before UOPIT (LSC) 0
Corrected Optimal Performance Index (COPI=UQBISC*50%)LSC) 85
Versionl.1 May 2009 Page3l
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7.8

TESTL0-4VM-2CPU 4GB- 2003486 - PAGESHAREON- 1°"RUN

ProjectVRC Test ID 10
Amount of Virtual Machines 4
LY2dzyd 2F @/t! Qa 2

Memory available

Target Operating System Windows 2003 x86
Other specific configuration
Specific Virtualization Settings Page sharing on
Launching interval 30 Seconds

Launching intervgber VM 120 Seconds

4 GBmem / 4GB swap

Office 2007 spl installed

16000 Average Response_Time
Max Response_Time
15000 Min Response_Time
14000 - f > e
® o
13000 - ® o
® v
12000 @ @& V | an
® @
110007 «» a» virtual reality check
10000 - Powered by:
g PQR and Login Consultants
S 9000 - www.virtualrealitycheck.net —
g I
% 8000
c
2
2 7000
x
6000 I '
5000 l V Vn\
4000 A I ‘ AFFA\ v l‘
3000 - \ 2 |
2000 -
1000
0 -
N OO T ONOOTONOWOSTONOOTONOOFTONOOTONOOTONOOFTTONO©OIT ©
A AN NONOOITIEITOOWOMOONNMNMNMNMOOWOWOOODOOOOOOO—Addcd NNMMMMST IO WO ON~MNIDNS
A A A A A A A A A A A A A A A A A
Active Sessions
Total Session Launched 180
Uncorrected Optimal Performance Index (UOPI) 81
Stuck Sessions Count before UOPIT (SSC) 11
Lost Session Count before UOPIT (LSC) 0
Corrected OptimaPerformance Index (COPI=UCRESC*50%)LSC) 755
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7.9

Project VRC Test ID
Amount of Virtual Machines
LY2dzyd 2F @/t! Qa
Memory available

Target Operating System

Other specific configuration
Specific Virtualization Settings

Launching interval

Launching intervgber VM

11

4

2

4 GBmem / 4GB swap
Windows 2003 x86
Office 2007 spl installed
Page sharing on

30 Seconds

120 Seconds

TESTL1-4VM-2CPU 4GB- 2003486 - PAGEHAREON- 2"° RUN

16000 Average Response_Time T
Max Response_Time
15000 - Min Response_Time I
14000 f o o
/ ® o
13000 - ® o
® v
12000 o @& V
® @
10001 o @ virtual reality check
10000 - Powered by:
g PQR and Login Consultants
3 9000 4 www.virtualrealitycheck.net | |
E
@ 8000
2 1
@ 7000 i i
* |
6000 1
5000 | .A
AN
4000 (W n l l AV A“ v V
3000 4 ! I‘VM VAvA-‘vAVA
2000 -
1000
0 -
N OO T ONOWOTOANMNCHLOODMMNALWOMONA0OUDOOMNNAHLLDOMNSNCHOOSTWOWNOOTT N OO
A A AN NOOONOETITOHOOOMOONNMNMNMNMOOOWMOOOOOOOOO dddNNMMIETIWLL O© O© ON~MN~OW
A A A A A A A A A A A A A A A A A
Active Sessions
Total Session Launched 180
Uncorrected OptimaPerformance Index (UOPI) 76
Stuck Sessions Count before UOPIT (SSC) 8
Lost Session Count before UOPIT (LSC) 0
Corrected Optimal Performance Index (COPI=UQBISC*50%)LSC) 72
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TESTL2-4VM-2CPU 4GB- 200386- NOSP1- 1°'RUN

Project VRCest ID 12
Amount of Virtual Machines 4
LY2dzyd 2F @/t! Qa 2

Memory available

Target Operating System
Other specific configuration
Specific Virtualization Settings
Launching interval

Launching intervgber VM

30 Seconds

4GBmem / 4GB swap
Windows 200386

Page sharing off

120 Seconds

No Office 2007 sp1 installed

16000 Average Response_Time
Max Response_Time
15000 - Min Response_Time
® @ |
14000
// T
13000 - ® o
o v
12000 @» @& V
® @
11000 a» @» virtual reality check i
10000 Powered by:
g PQR and Login Consultants
< 9000 - www.virtualrealitycheck.net
£
@ 8000
g |
@ 7000
14
6000
5000
4000 1 Ah fl
(I A AV TR
2000 7~ A~ LA VA S |
A
VV W V-
1000
0 -
N OO STONOOTONOOTONOOTONOWOITONOOSTONOOSTOONMNHLOOMINCHLO O
A A AN NMOOOITIT OO O ONMNNMNMNMOWOWOOWMOOOO OO dd-ANNMMMSTTWLLHLW O ON~MNIDMNS
T A A A A A A A A A A A A A A A A A
Active Sessions
Total Session Launched 180
Uncorrected Optimal Performance Index (UOPI) 110
Stuck Sessions Count before UOPIT (SSC) 5
Lost Session Count before UOPIT (LSC) 0
Corrected OptimaPerformance Index (COPI=UGRESC*50%)LSC) 107,5
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